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Annotation. This article aims to improve the quality of images taken in foggy and rainy 
conditions, which are common today and prepare them for digital processing. During the 
research, the method of removing noise in images using gray scale pixel substitution is 
explained in detail and an algorithm is developed. 
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Currently, research and development work is being carried out in many countries of the world 
in the field of digital image processing. In this direction, advanced scientific researches are 
being conducted in the developed countries of the world such as USA, Germany, India, China, 
South Korea, Russian Federation, Japan [1],[3]. The methods of image recognition, analysis, 
and segmentation are becoming more and more advanced. Named differently depending on 
how the images are taken. For example, in the field of medicine, when human organs are 
imaged, they are called medical images and other names. Although color images are popular 
now, some industry representatives use monochrome (black and white) images. This is a field 
of medicine, and although science and technology have advanced, diseases of the brain, 
respiratory system, liver, heart and so on are diagnosed using colorless images. In this 
research paper, an algorithm for cleaning colorless images from various distortions [2],[4]. 
In a colorless image, the light intensity or brightness of the object shown in the coordinates (x, 
y) of the image is represented by a number called "gray level" [6]-[9]. The higher the gray level 
number, the brighter the image at the coordinate point (x, y). The maximum value in the 
grayscale range represents a completely bright point, while a gray point equal to zero is a 
completely dark point. Gray points that are partially bright and partially dark will have a gray 
level value ranging from 0 to the maximum brightness value. It depends on the intensity of the 
pixels that make up the image to ensure the quality of images. That is, the high quality of 
images depends on how many different intensities each pixel has in the color range [12], [23]. 
For example, a 100x100 monochrome image has 10,000 pixels. If each pixel has a range of 0-
7 different gray levels, the given image is a 3-bit image (Figure 1).  

 
Figure 1. Ranges of gray level 
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Considering the above, when processing the cell image, because the illumination of the room 
and the light settings of the microscopes can be different, the gray level distribution of the 
objects will be different due to the different lighting settings. For this problem, we develop the 
following algorithm to equalize the gray level distributions of the image. 
We assume that the image is quantized to one of the possible intensity levels "L". Also, if "B" 
bits are used to store the pixel value, we have L = 2B [7],[8]. 
The most popular grayscale ranges used in normal images are 0–255, 0–511, 0–1023, etc. 
Gray levels are almost always set as non-negative integers. This saves a lot of digital storage 
space and significantly speeds up image processing. It can be seen that the wider the range 
of gray levels, the better the resolution. 
Since we want to equalize the histogram of the transformed image, let us assume that the gray 
level of all the pixels in the transformed image has the same number of pixels with intensity 
level (0,1,2,…, L-1) and is equal to N/L [15]-[17 ], [19]. Here "N" is the total number of pixels in 
the image and "L" is the total number of possible intensity levels. We use the notation R 
represents the features of the original (given) image, and S represents the histogram features 

of the equalized image. Also, let 𝑟𝑘 (𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1) be the original intensity “k”, and 
let 𝑠𝑘 be the intensity corresponding to this “k” (ie, 𝑟𝑘) intensity. As mentioned above, the 

number of pixels at any image intensity 𝑠𝑘(k = 0,1,2,… , L − 1) is the same and equal to “N/L” 
for histogram equalization. Thus, we can write the following expression (in terms of the number 
of image pixels at each intensity level). 

∑𝑛𝑅(𝑖)

𝑟𝑘

𝑖=0

= (
𝑁

𝐿
) (𝑠𝑘 + 1)   ∶   𝑘 = 0,1,2,… , 𝐿 − 1; 𝑟𝑘 = 𝑘,          (1) 

Above, "N" is the total number of pixels in the given image, "L" is the total number of possible 
intensity (gray) levels, n(i) is the number of pixels in the image of intensity "i", 𝑟𝑘 is the original 
intensity "k" and 𝑠𝑘 is the original intensity The transformed intensity corresponding to "k" (ie, 

corresponding to 𝑟𝑘). Here, "r" is used to denote the given image and "s" is used to denote the 
superimposed image. 
It should be noted that intensity levels are discrete in digital images (they are integers between 
0 and "L-1"). Also, to preserve the "informational integrity" of the image, all image pixels with 
the same intensity in the original image cannot be assigned different intensities, but can be 
collectively mapped to the same new value. Therefore, we use the intensity level histogram of 
the original image pixels (𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1) and we minimize the error (∆𝑘) between 

the equalized histogram (𝑠𝑘 = 𝑘;  k = 0,1,2,… , L − 1) [10],[11]. Of course, in an ideal case, ∆𝑘 
is zero. Therefore, we can say that we replace the pixel intensity (𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1) 
in the given image with the intensity 𝑠𝑘. Thus, ∆𝑘 is minimized using the following equation 
[9],[10]: 

∆𝑘= |(
𝑁

𝐿
) (𝑠𝑘 + 1) −∑ℎ𝑅(𝑖)

𝑟𝑘

𝑖=0

|  ∶   𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1, (2)  

where, ℎ𝑅 – the pixel value of the image in its initial state. 
 Taking into account the N/L factor in the above equation, the above minimization can 
be modified as: 

∆′𝑘= |𝑠𝑘 −((
𝐿

𝑁
)∑ℎ𝑅(𝑖) − 1

𝑟𝑘

𝑖=0

)|  ∶  𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1, (3) 

For a given 𝑟𝑘, 𝑠𝑘 can be defined as Taking into account that the above minimization is equal 
to zero, after turning ∆′𝑘 to zero, solving 𝑠𝑘 can be done with the following equation (4): 
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𝑠𝑘 = (
𝐿

𝑁
)∑ℎ𝑅(𝑖) − 1    

𝑟𝑘

𝑖=0

:   𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1,                (4) 

However, as mentioned above, the value of 𝑠𝑘 may consist of real values. Thus, it is appropriate 
to use equation (5) to ensure that the values of the above expression are integers. 

𝑠𝑘 = 𝑟𝑜𝑢𝑛𝑑((
𝐿

𝑁
)∑ℎ𝑅(𝑖) − 1

𝑟𝑘

𝑖=0

) ∶  𝑟𝑘 = 𝑘;  𝑘 = 0,1,2,… , 𝐿 − 1,                (5) 

In equation (5), it is observed that the value of 𝑠𝑘 is negative when the total number of pixels 
to be changed is less than "N/2L". Initially, given the intensity level (0,1,2,…, L-1) and the 
integer number of pixels, we use the following equation (6) to equate 𝑟𝑘 → 𝑠𝑘: 

𝑠′𝑘 = (
𝐿

𝑁
)∑ℎ𝑅(𝑖) − 1

𝑟𝑘

𝑖=0

  ∶  𝑟𝑘 = 𝑘;  𝑘 = 0,1,2, … , 𝐿 − 1

𝑠𝑘 = {
          0           ∶    𝑠′𝑘 < 0  

𝑟𝑜𝑢𝑛𝑑(𝑠′𝑘)  ∶    𝑠
′
𝑘
30     

:  𝑘 = 0,1,2,… , 𝐿 − 1

 

}
 
 

 
 

 (6) 

In the case where equations (1)-(6) are used, an algorithm was developed to remove noise 
from colorless images in order to improve the clarity of images using a histogram while keeping 
the pixel value of the image. Contamination refers to the combination of natural and man-made 
factors at the time of image capture that can damage the quality of the image. For example, 
foggy, rainy, cloudy conditions were taken into account. So, by using the histogram, it is 
possible to clarify the image by looking at the pixel values as color intensities and changing 
their initial intensity to another intensity.  
We develop an algorithm for digital processing of images, and the block diagram of the 
algorithm is shown in Fig. 2 below. 
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Figure 2. Algorithm for removing noise from images using a histogram methods. 

In the algorithm developed above, it was cleared of errors. In order to increase the accuracy of 
the image. In order to determine the efficiency of the developed algorithm, we take the following 
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image in JPEG format, which consists of 1600x900 pixels, taken on a cloudy and foggy day, 
and consider digital processing using the algorithm presented in Figure 2 (Figure 3).   
Figure 3. Initial view of the image. 

First, we can digitize figure 3 by dividing it into pixels for digital processing. As a result, we 
have a table equal to 1600x900 (Table 1). 
Table 1 
The initial digital representation of the image 

№ 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥5 𝑥6 𝑥7 … 𝑥1600 

𝑦1 77 78 79 79 78 78 78 77 … 90 

𝑦2 76 77 78 78 78 78 79 76 … 88 

𝑦3 75 76 78 78 78 78 79 75 … 88 

𝑦4 75 77 78 79 79 79 80 75 … 88 

𝑦5 75 76 78 78 78 78 79 75 … 90 

𝑦6 75 77 78 78 78 78 79 75 … 93 

𝑦7 76 77 78 79 78 78 79 76 … 99 

𝑦8 75 75 74 74 75 76 76 75 … 101 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

𝑦900 77 78 77 77 78 77 77 78 … 76 

 
Using the considered algorithm, we first change the pixel intensity of the image presented in 
Table 1. (Fig. 4). 
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Figure 4. The result of numerical processing using the developed algorithm. 
We put the digital representation of the image in Table 2 to clarify the numerical performance 
results using the algorithm presented in Figure 2.  
Table 2. 

№ 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥5 𝑥6 𝑥7 … 𝑥1600 

𝑦1 
12 16 20 20 16 16 16 20 … 57 

𝑦2 
7 12 16 16 16 16 20 20 … 52 

𝑦3 
5 7 16 16 16 16 20 24 … 52 

𝑦4 
5 12 16 20 20 20 24 27 … 52 

𝑦5 
5 7 16 16 16 16 20 24 … 57 

𝑦6 
7 12 16 20 16 16 20 20 … 65 

𝑦7 
5 5 4 4 5 7 7 12 … 81 

𝑦8 
5 5 5 4 5 7 7 12 … 86 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

𝑦900 
12 16 12 12 16 12 12 16 … 7 

From Figure 4, we can see that by changing the intensity of the gray level using the histogram, 
the number of pixels from the original state of the image and we have achieved an improvement 
in the quality of the image. We analyze the changes in the initial and final images. The initial 
color intensity value of the image is RV, and the intensity value obtained by the proposed 
algorithm is DV (Table 3). 
Table 3 
Analysis of image color intensities 

№ 0 1 2 3 4 5 6 7 8 9 10 … 

RV 77 76 75 78 90 80 101 88 79 74 99 … 

DV 12 7 5 16 57 24 86 52 20 4 81 … 
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Looking at the table, it can be seen that the original pixel value has changed significantly. Color 
intensity is close to black when the pixel value is high, and close to white when it is close to 0. 
The results show that our proposed algorithm is effective in improving image resolution. 
 
Conclution. 
The colorless images in the JPEG format were cleaned of image distortions using our proposed 
algorithm. First, the intensity of the gray level was changed using a histogram. In order to 
increase the accuracy of the image, the number of pixels has been increased. As a result, the 
resolution of the image was equal to 1600x900. The initial size of the image was 472 Kbytes, 
and as a result of digital processing it was equal to 1,15 Mbytes. Increasing the resolution of 
the image caused it to take up more than 2 times the size of the hard disk. In the process of 
diagnosing diseases with colorless images in medicine, when medical images contain various 
noises and distortions due to technical malfunctions, experts make it difficult to make a correct 
diagnosis of the disease. In such cases, the use of the proposed algorithm developed during 
the research shows that it is effective. 
 
References: 
Abduganiev, M., Azimov, R., & Muydinov, L. (2022, October). Digital Processing Algorithms of 

Biomedical Signals Using Cubic Base Splines. In International Conference on Intelligent 
Human Computer Interaction (pp. 18-26). Cham: Springer Nature Switzerland. 

Завьялов Ю.С., Квасов Б.И., Мирошниченко В.Л. Методы сплайн-функций. Москва: 
Наука, 1980. - 352 с. 

Babur, Z. M. (2023, April). Digital Processing Algorithms of Biomedical Signals Using Cubic 
Base Splines. In Intelligent Human Computer Interaction: 14th International Conference, 
IHCI 2022, Tashkent, Uzbekistan, October 20–22, 2022, Revised Selected Papers (Vol. 
13741, p. 18). Springer Nature. 

Rakhimjonovich, A. B., & Mukhriddin, A. A. (2023). DIGITAL PROCESSING OF BIOMEDICAL 
SIGNALS USING PIECE-POLYNOMIAL METHODS. Central Asian Research Journal 
for Interdisciplinary Studies (CARJIS), (8 (20)), 510-518.. 

Зайнидинов, Х. Н., Азимов, Б. Р., & Абдуғаниев, М. М. Ў. (2022). ФУНКЦИЯЛАРНИ 
ТИКЛАШДА БЎЛАК-ПОЛИНОМИАЛ УСУЛЛАР ТАХЛИЛИ. Academic research in 
educational sciences, 3(5), 1092-1101.   

Abduganiev, M., Azimov, R., Muydinov, L. (2023). Digital Processing Algorithms of Biomedical 
Signals Using Cubic Base Splines. In: Zaynidinov, H., Singh, M., Tiwary, U.S., Singh, 
D. (eds) Intelligent Human Computer Interaction. IHCI 2022. Lecture Notes in Computer 
Science, vol 13741. Springer, Cham. https://doi.org/10.1007/978-3-031-27199-1_3 

Zaynidinov H.N., Azimov B.R., Abdug‘aniyev M.M. - “Splayn usullari asosida tibbiyot 
tasvirlariga raqamli ishlov berish dasturi” mualliflik guvohnoma DGU 2022 6051, 2022; 

Digital Image Processing- S Jayaraman, S. Essakkirajan, T. Veerakumar-TMH,2010 
Andreas K., Mongi A., “Digital Color Image Processing”, John Villey & Sons, 2008 
C. R. González and E.Woods, Digital Image Processing. Englewood Cliffs, NJ: Prentice Hall, 

1992. 
Rafael G., Richard V., “Digital Image Processing”, Prentice Hall, 3rdeD., 2008 
Konstantinos N. P., Anastasios N. V., ”Color Image Processing and Applications”, 

SpringerVerlag Berlin Heidelberg 2000. 
Haralick R., Shapiro L., “Image Segmentation Techniques”, Computer Vision Graphics and 

Image Processing, 29,100–132, 1985. 
Charu C. A., Chandan K. R., “Data Clustering Algorithms and Applications”, Chapman & 

Hall/CRC, 2014. 
Pratt, V. K. Digital Image Processing, 3rd edn, chapter 16. John Viley and Sons Inc., 2001. 
Castleman, K. R. Digital Image Processing, chapter 11. Prentice-Hall, 1996. 

https://doi.org/10.1007/978-3-031-27199-1_3


International Conference on                                  Volume 1 Issue 1 (2025) 
Global Trends and Innovations 
in Multidisciplinary Research 
 

33 | P a g e  
 

Young, I. T., Gerbrands, J.J and van Vliet, L. J. Fundamentals of Image Processing, 2nd edn, 
chapter 9. Delft University of Technology, The Netherlands, 1998. 

Svinin S.F. Teoriya i metodы formirovaniya vыborok signalov s i finitnыmi spektrami. -Spb.: 
Nauka, 2016. -171 s. 

Gonzalez, R. C. and Voods, R. E. Digital Image Processing, 2nd edn, chapter 4, Prentice-Hall, 
2002. 

Digital Image Processing using Matlab, Rafeal C. Gonzalez, Richard E. Woods, Steven 
L.Eddins, Pearson Education. 

Fundamentals of Digital Image Processing-A.K. Jain,PHI,1989 
Digital Image Processing and computer Vision-Somka, Halavac, Boyle - Cengage learning 

(Indian edition)2008, 
Digital Image Processing and analysis-human and computer vision application with using CVIP 

Tools – Scotte Umbaugh, Second Edition, CRC Press,2011 
E. Peli, “Contrast in complex images,” J. Opt. Soc. Amer., vol. 7, no. 10, pp. 2032–2040, 1990. 
 
 
 
 
 
 
 


